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Abstract

This research work introduces a novel method in order to acquire the potential threats
sheltered within a neutral fishing craft cluster, utilising particle swarm optimization (PSO)
concepts. This work also introduces derivation of behavioural aspects of a target out of
sensor information. Even though the threat of suicidal craft is not prevalent within the
present scenario, pirate and drug traffickers may exploit the available freedom, hence the
requirement still exists to detect such craft within the fishing clusters especially during the
surveillance sessions during dark hours. This method can also be utilized by Merchant
vessels, to identify pirate craft. This method is attractive due to obvious difficulty in tracking
and monitoring the number of targets and due to performance degradation caused by user
fatigue. It is observed that with the present methodology of detection, the user has only got a
limited time duration for reaction. Hence it requires a more formidable solution to detect
within the preparatory phase with a certain depth for own preparation or for apprehension in
the case of a drug trafficker due to possibility of dumping the stocks to sea, prior to arrest. In
this backdrop, there certainly exists a vacuum for algorithmic enhancements of detection
capabilities of existing sensors for effective future surveillance operations. Here, a novel
algorithm based on PSO concepts, 1s proposed to identify an illegal (gun
runner/trafficker/smuggler/attack) craft seeking shelter within neutral fishing clusters. This
is fundamentally by modelling the fishing clusters as swarms and thereby detecting
deviations from the cluster behaviour of possible illegal craft. It is assumed that the
interaction of fishing craft at night is not generally isotropic and is based on visual
information. Hence, the interaction with craft in front of a given craft is stronger than that
with those behind due to obvious navigational requirements. Finally the paper emphasizes
the paramount importance of an initiative for algorithmic enhancements of existing sensors,
and in turn customization of sensor capabilities as per target characteristic requirements of

Sri Lankan environment.
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Introduction

This research formulates a methodology, utilizing PSO concepts, for enhancement of
detection and economy of effort of future Fast Attack Craft and Rapid Action Boat
operations, against the smaller attack craft sheltered / hidden within neutral fishing clusters.
This research work also inducts the concept of derivation of behavioural aspects of a target
out of sensor information, which at present only depends on threshold based methods in the
case of radar, with respect to local scenario. It predicts [1] a huge enhancement of the
ability to see, track and kill targets with the rapid pace of technological innovation.
Swarming(hereby referred as the concept) as: a collection of autonomous individuals relying
on local sensing and reactive behaviours interacting in such a way that a global behaviour
emerges from the interactions[2]. A swarm is defined [3] as: a useful self-organization of
multiple entities through local interactions. There are two different descriptions for the
word, Swarming is also found[4], firstly in biological systems to describe decentralized self-
organizing behaviour in populations of (usually simple) animals and also as a battlefield
tactic that involves decentralized and pulsed attacks as described by military historians.
Inclining with the former definition and also focusing on the applicability on the future
warfare it has been observed [5], that manoeuvring of swarms are mainly to affect
psychological strength and cohesion by attacking from multiple and unexpected directions.
In could also be identified that the swarming is a preferred tactical option for irregular forces
for leveraging the factors of quantity over quality [6]. (is recognized) new asymmetric
surface threat in the cluttered and crowded littoral waters, from a class called fast inshore
attack craft[7]. However it is argued that there is no definable criteria for such craft, which
could be ranging from commercial types such as Jet ski to coastal patrol fast patrol boats[8].
Swarm Optimization is a population based stochastic optimization method, which was first
described in 1995 by James Kennedy and Russell C. Eberhart [9]. It was originally inspired
by social behaviour of bird flocking and fish schooling, and has so far been extended in
number of flavours. During the past decade the concept of swarming has been addressed in a
wide number of disciplines, such as Power system control [10]-[14], Control
engineering[15]-[17], Space Applications [18],[19], Multi-robot systems [20]-[22], Traffic
flow optimization [23]-[26], Automotive vehicle navigation [26]-[28], Mobile Sensor
technology[29]-[31], Satellite Technology [32]-[34], Cargo Management[35],[36], Routing
Algorithms [37]-[40], Production Scheduling [41]-[43], and finally also in Military

applications [44]-[53]. It was observed that the concept has also been utilized in a number
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of practical projects such as algorithms based on ant-foraging principles to route cargo by
Southwest Airlines, on routing algorithms by British Telecom, on Scheduling of production
machinery by Unilever and algorithms based on honeybee and ant principles to allocate
Jabour in large distribution canters at Deli[54]. It was also observed that some major projects
such as, formation flying and coordinated control of satellites at DARWIN project of the
European Space Agency (ESA) and the PRISMA project of the Swedish Space Corporation
(SSC), which is the first real formation flying space mission, also utilizes the concept [55].

It is observed that the attacking craft are of commercial types and sans any distinguishable
features and identification is to be based on characteristic behaviours [8]. It has been
deduced that successful defence should include denial or disruption of enemy’s elusiveness,
situational awareness [54], With the rapid development of personal computers, replication of
complex behaviours through simulation is a possibility and also emphasises interaction rule
must be a key ingredient of such a mathematical model [56]. [57], observe that the collective
dynamics of a motile particle group with a leader, the motion of the all member particle
depends on that of the leader and also coupling weights. It was argued that in collective
motion, it cannot be neglected that an agent’s decision to move in a certain direction will
determine, the agents with whom it will interact next[3 8]. The author further highlights the
analogy between the swarming behaviour and social consensus, human decision making. In
[59], it is stated that the swarm behaviours provide a rich framework for exploring
representational and algorithmic means of addressing difficult problems, being of high
level, with non- symbolic representation and also not constrained to a tightly defined
specification. As per [54] two of the attributes of swarming are important for our research
work as fundamental assumptions; that is scalability: ability to add members of the
community to match mission requirements, and probabilistic ability: that is emergent and
non-deterministic behaviour, where system simple reactions to the presented conditions.

It is observed that collective animal behaviour could be viewed as a consequence of
individuals following a set of simple behaviour rules, and can thus be modelled by
mathematical equations similar to physical and chemical approaches[60]. Schmidt[61]
identifies, improved sensing and Intelligence, Surveillance, Reconnaissance (ISR) functions
cooperatively engage targets where all-source data will outcome a fast, accurate situational

picture.
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Motivation

Even though threat of suicidal craft is not prevalent within the present scenario, with the
subsequent uprising of piracy and drug trafficking, the requirement still exists fo detect such
craft sheltered within fishing clusters especially during the surveillance sessions during dark
hours. This is also applicable for Merchant vessels in the case of pirate craft, due to obvious
difficulty in tracking and monitoring the number of targets especially amidst neutral fishing
clusters near harbour environments and also due to user fatigue. At present the radar tracks
a potential target by the velocity change of the target and also by whether it has entered a
predetermined guard zone. It does so by monitoring the velocity property change of the
target or monitoring events of within the predetermined guard zone. This in turn alerts the
user when a target enters its sensing radius. But in the case of an attack craft it may be
already too late to detect in this manner due to shorter time duration availability for
reaction. Hence a more formidable solution is required to detect within the preparatory
phase with a certain depth for own preparation or for rapid apprehensive action in the case
of a drug trafficker due to the possibility of conveniently dumping goods in to sea.

It is hypothesized that superior situational awareness is one of the five core variables most
responsible for swarm related outcomes, based on his case studies[62]. Further it is
claimed[4] that a very little attention has been given to integrate mechanisms of biological
systems into military systems. Further to above, he observes that even though the small boat
threat is covered in professional journals and discussed in depth during forums, very little
quantitative analysis has been carried out to determine the extent to which naval platforms
deal with as well as no extent of initiation to analyse the threat or identify potential
solutions [4]. One of the four main research components of Multi-Target Track and
Terminate program of the Office of US Naval Research is development of algorithms for
detection of potential targets based on shape and behavior[6]. It is also confirmed that
above is based on outcomes of the quoted workshop, as one of the four conceptual
conclusions[4]. It is also enumerated [54] that providing existing network with new dynamic
sources of information is one of the three main goals of network centric operations. The
author also proposes swarming as a new means to search physical and information domains
of the battle space and has the porential to improve state-of-the-art knowledge in extraction
problems. With this backdrop, it was found worthwhile, to model the scenario and propose
algorithmic enhancements for detection capabilities of existing sensors, for effective future

naval operations.



Research Objective

The objective of this research work is to develop an algorithm utilizing PSO concepts and
also induct the concept of derivation of behavioural aspects of a target out of sensor
information, for enhancement of detection and economy of effort of Fast Attack Craft and
Rapid Action Boat surveillance operations,  against the  smaller (gun
runner/trafficker/smuggler/attack -henceforth referred only as ‘illegal craft’) craft seeking

natural shelters within fishing clusters.

Existing Research

The utility of swarm tactics constitute an important part of US doctrinal discussions [1]. It
was observed that US military is beginning to emphasize on swarming [6]. Defence
Advanced Research Projects Agency has recognized detection, precision identification,
tracking and destruction of elusive surface targets as one of the eight strategic research
trusts should be emphasized. Authors observed number of US research and development
projects relevant to the concept such as U.S. Army’s Army XXI [63],[64] and Army After
Next (AAN) work [65],[66] and the Marine Corps’ Urban Warrior program [67][68].
Further going an extra step US Navy is extending [1] the concepts of US Army’s , utilizing
helicopter crew in lieu of drone swarms. Navy is demanding research for swarms, itself fo
identify targets and also makes the attacking decision there on. In addition, the Pentagon is
also in the process of development of counter tactics for swarms [1].

Similar to this work, endeavours of enhancement of detection have been proposed by a
number of other authors. A software package method based on machine intelligence
combined with image and signal processing techniques have been proposed in [69].
Herselman and Baker [70] analyses the temporal characteristics of low gazing angle sea
clutter and reflectivity of small boats under fixed and stepped frequency waveforms under a
spectrum of environmental and geometrical configurations, both in X and C band
frequencies. In [71], an algorithm (is presented) for automatic recognition of bird targets,
based on the patterns generated due to wing flapping. A method of target enhancement and
sea clutter reduction is proposed in [72], utilizing nonlinear signal processing techniques
based on neural networks. The work by Kiriyakidis [73], seems in line with this research
work since the former also utilizes the swarm behaviour for detection of small boats in a
harbour environment. But the major difference lies with the way of detection this research
work selected, i.e. in [73], utilized formation of swarm behaviour to detect small boats,

where as we use deviation from the swarm behaviour for detection, considering the whole
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fishing cluster as a swarm. Further formation of a swarm may be difficult to be detected

within a swarm of a large fishing cluster.

Methodology

As per author’s knowledge, so far no PSO based model has also been developed to model
fishing craft clusters. Hence we utilise the model developed by Sugawara et al [74] on
collective motion of multi robot systems in multiple environments, to model the fishing craft
clusters due to the fact that the characteristics of the said model closely resembles the
observed behaviour of such clusters. Our methodology is fundamentally based on
representation of the fishing craft cluster (including possible illegal craft) as a dynamic
swarm model, comprised of most characteristics. This is well Justified due to natural and
obvious requirements of coordinated navigation and resource sharing characteristics present
in fishing craft clusters. We make predictions on the intent of possible attack craft by
monitoring the deviations from the overall swarm behaviour characteristics by attack craft.
Even though this could also be achieved by tracking a single craft (only if known priori as
such), the experience reveals that attackers/traffickers will seek shelter in clusters so
individual tracks provide little information on the exact intent of such attack craft. Further
the analysis of collection of tracks for a certain amount of time may provide certain amount
of information, but clearly depends upon the degree of attention and level of fatigue of the

user(refer to case studies given in Appendix C Jor more details).

Proposed Model

For a typical radar only the Normalized RCS 3ni and Distance d; are required to be taken
into consideration as above, and if 3, is known the respective image could be regenerated
Jor the stondard setting The above 3, will be mapped into a (brightness, size) pair as follows
3~ (B,8); BEB, S€S.(4) to create the picture Where B and S are sets of
predetermined sets of brightness and echo sizes. Hence an echo could be represented as
fi = (3ni,fi,ﬁi, ﬁi) (5); Where, %; is the position vector, #; is the velocity vector and A; is
the heading vector. (See Appendix B Jor more details).

Assuming the size of the fishing craft cluster with possible attack craft is M, which is
sufficiently large, i.e. that is not too large nor too small. Now map the fishing craft cluster

into an initial population m with, m,,;, <m < Mmax, SO We get echos, e, e,, ... ... ey, with



following state variables: e;: [ffﬁi, h; ] (6). State variables of ith craft, have following
dynamic and coordinated behaviour[74].

Tﬁ_l =ab; + Fhy+ Xjzi5i9i + G (7)

Th, = sin(g; — b;) + Xz Asin(b; — b;) (8)

Where 7 - water resistance is based on Stokes’s law, a-a variable is proportional to the

relaxation time in velocity, F- motile force, §;;- directional sensitivity, g;;- mutual
attractive/repulsive forces, ¢;- force towards centre of the group,T-relaxation time, related
to the inertial moment and time scale of manoeuvring of the craft, g; - angle between
velocity vector ¥; and north, b;- angle between heading vector h; and north, A- tendency of
ith craft, be aligned with craft j. For more information one may refer [74]

Hence the overall picture of a fishing craft cluster could be represented as, a collection of
picture elements as: = Z‘i';i(an,fi,ﬁi, EE) + 9 (9), Where M represents the Noise/clutter
component

Schon et al[75] presents a practical marginalized particle filter which is conceptually best for
implementation of the proposed concept, however we adopt the design given in [76], due to
the fact that it has been practically utilized for radars and certain other characteristics such as
much better performance than extended Kalman filter, keeping the computational
complexity about the same. Let’s take index of time as k, then e;, represents the echo of

{thcraft at time instant k.

taking position state

Calculation of p(state, tkleilk) > ;p(fi, tklei,k)
(10)

p(%;, teleir) = p(E tidexplo” (% ti) Y(es, te)] (11),

Of which the prediction equation: Y = AY + [, the measurement update of Yy, = Y, +
(e, ty,) (12). Propagation equation: Y = ATY + T (13),where I' = (I3, I3 ... o)t (14);

fiestimate of X atty .~
(%)

I = YTBjY (15), where Y, is the sufficient statistic of dimension M. For more explanatory
presentation one may refer to [75].As above (10) all other state variable could be calculated
Hence state vector x = [iik, Dig, ftik]T (17)

The interaction of fishing craft at night is not generally isotropic and is based on visual

information. Hence the interaction with craft in front of a given craft is stronger than that

with those behind due to obvious navigational requirements.
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Proposition 1. 1f an illegal craft is considered the attraction force with the centre of the
cluster should be lesser with respect to the average value of the same
considered with the other craft of the cluster (refer 10 appendix for proof).

Attraction force [74] is given as :

by,ﬁ,=—1{'d ad] 13 m]‘z}(mu) (l, i)(lg)

Where I- parameter represents magnitude of interactions, d;- distance from the

instantaneous centre of the cluster, and d- typical distance between craft;

do =~ XM, d; (19).

Proposition 2: If the directional sensitivity of a particular craft is higher than within the
average predetermined directional sensitivity factor of the cluster and a
bias outwards the general direction of the centre of the cluster can be

deduced as not a part of a cluster (refer to appendix for proof).

Direction Sensitivity factor[74] is given by,

y=1+4d Y (tf* 4 (20), with 0 < d, < 1; d,- is the control factor for anisotropy of

the sensitivity.
Now let’s draw the theorems from the magnitude of above parameters with respect to the

predetermined threshold values, calculated for a specific fishing craft cluster:

Theorem 1: For any i*" craft if fij is below the threshold and $;; is above the
threshold(depicted as same variable figure with additional subscript ‘t4r”),

then it could be determined that the i** craft is not collaborating with the

cluster,
H11 Hll
i £y S fienr €& 5y 2 Sy 21)
HOl HOl

Hy, = i*" craft is NOT collaborating with cluster.(22)

Theorem 2. Further to above, taking two craft as i*" and g, and a j™ craft as a

randomly closer craft within the cluster: if both f; ;j and f,; are below the
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threshold as above, both the it" and q'"craft are not collaborating with

the cluster.

Select j such that: dij = dg, dgj = dg (23)
HlZ HIZ HlZ HlZ
. < > e < > '
iff fij < fijenr €&y < Sijenr < faj > fajenr &&Sqj < Sqjenrs (24)
Hy, Hy, Hy, Ho
H,, = both it" and qt"craft are NOT collaborating with cluster. (25)
Theorem 3: On detection of above (2), during the next time instances, if f;; is below

the threshold and f,; is above the threshold ,it could be determined that

ith craft is commanded to move towards the ™" craft.

W ﬁ_] < fij,th?" && qu > qu,thr then H13 is true. (26)

H,s = that i*™" craft is commanded to move towards the q* craft. 27

The proposed algorithm will be as follows:

Begin
Initialize % population of craft
d.=d; % assign a value for control factor for anisotropy of the sensitivity
d, = dj % assign a value for typical distance
M=maximum number of crafts
i=0
J=0 % initialization of index
whilei < M
Jfor each craft
update position X;, h;;
calculate fyj, s;; % As per equations (18), (19),(20)
Hyy Hyq
Compare if fij ; fijenr && Sy Z s;,nrs % checking for deviations Hy,
Hyq Hpq
Hy, Hy, Hy, Hy,
) < > < >
it fij S fipenr &&siy 2 Sijonr && foi 5 fapenr &&Sqj < Sqjienr
Hog Hy Hy; Hy,

%checking for deviations H,
iff fi g < fijtnr €& fa1 > fajtnr % checking for deviations Hy3
End for

out alarm %Report deviation Hy,; y = 1,2,3.




out Uy, Py Uy %Report speed values
i++&&j++

End while
End

Research constraints
The authors observe that neither measurement facilities, such as Over-berg test range [77] or

US Army Corps of Engineers Field Research facility, Duck, NC[78], are available in Sri
Lanka, for this type of application research, and so far nor sufficient further quantitative
observations/data collection of fishing clusters have been carried out. Hence researchers are
compelled to adopt from available models subject to fine tuning of parameters on collection
of exact data. Further there are no PC based models developed to model Sri Lankan harbour
environments or to simulate different levels of threats such as presented in [79]. There are a
number of simulation applications available [69], however so far no local endeavours are
underway for enhancements of detection algorithms of existing sensors due to obvious
restrictions imposed by equipment suppliers, however felt essentiality of such, in view of
customization of sensor capabilities as per target characteristics of Sri Lankan environment

with pre-arranged agreements during the pre-evaluation phase of such acquisitions.

Future Research
Future research is required to model, ascertain and fine tune the parameters of the proposed

model utilized for modelling of fishing clusters. Further it is essential to note that authors
emphasize the requirements: (a) of sufficient further quantitative observations of fishing
clusters for formulation of PC based models, (b) of building a simulation application to
model different levels of threats, (c) of an initiative for algorithmic enhancements of existing
sensors, and in turn (d) customization of sensor capabilities as per target characteristics of

Sri Lankan environment, which should be subjected to extensive further research.

Conclusion

In this research work we introduce a novel algorithm for the automation of detection of low
silhouette illegal craft seeking shelter within a neutral fishing craft cluster with similar super
structural characteristics, utilising PSO theory. This was achieved by modelling the fishing
clusters as swarms and thereby detecting deviations of two characteristics from the cluster

behaviour. We also induct the concept of derivation of behavioural aspects of a target out of
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sensor information, which at present only depends on threshold based methods in the case of

radar, with respect to local scenario. Further simulation is required to establish proposed

methodology. However due to lack of models and radar receiver data for fishing craft

clusters and their behavioural patterns they have to be fulfilled prior to such attempts.
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Appendix A : Proof of propositions
From Eqn (18):

; -t [1E-al %) (144 ;-]
Attraction force: fi; = —I {[' Jdo ‘l] - [l Jdo - (l_%o_) exp (}T.L)

Lets take (M) =x,; q=12..N
dp
then,

fi; = —1{x,~t —x, " %}x, ™4 (28)
j q q §%q

Lets have a minute positive increment of Ax,,
fys =—1 {(xq +Ax,) " = (xg + qu)_z} (xg + Ax,) e(Fa*txa) (29)

From (28) and (29):
-1 -2
fijs — fiy = —Hag ™ —xg g e + I{(xq +Axg) = (xq +Axg) }(xq +
qu) e(xq+qu)

Since limp,.o €2*¢ — 1 and all multiplications and higher order terms prefixed with A
could be considered negligible,

We get:
(3x,2. Axy — 2x,4.Ax,)
i} q q q-=24q
fijs = fy = Xq + Ax4 5
Hence fij+ — fi; <0
And fij+ < iy

This concludes the proof of proposition 1.



From Eqn. (20)

: " e ~ (dj—d;
Direction Sensitivity factor, 5;; = 1 + dh; (|&]‘ &L‘)
J T4

Substituting d; — d; = y,;

. r Yq
Si}' =1+ dchim

(30)
Having a minute positive increments of A, for both A,(in positive direction);
= = A
sie = 1+ d(Ry + AR, 2%

|vq+ Ayq|
(1)
From (30) and (31):
- g = R+ AR (J’rr_*“%l_( ~,y_a)
s+ — 5 = 1+ d.(h; + k) bodod 1+ dh o

[ de (|| (i + AR (g + Ayg) = |yq + Ay, |hiy,)
L+ 1] yq_ |yq T &yql

Taking all multiplications prefixed with A could be considered negligible and subtracting
terms within A prefixed terms as minute, hence negligible,

Sij+ — Sij >0
Therefore Sij+ > 5y

This concludes the proof of proposition 2.
Appendix B : Background Theory

Let us first analyze the detection probability of typical radar to acquire a craft within a
fishing craft cluster. Ordinary marine radar typically scans the sea surface at gazing
incidence with HH polarization. The radar images are due to the mutual interaction of the
EM waves with the ripples, which are a result of friction to local wind forces. Aforesaid
interaction results a backscatter of the EM waves and hence an image pattern on the radar
display. This effect is commonly known as sea clutter by sea farers and considered as noise
in the aspect of navigation. In this process we consider a typical fishing craft is in the class
of Swirling model 3(SW3)[80]. For typical marine radar the radar image could be
considered as a collection of elements, where each element is a result of backscattered
encrgy cither from an object on the ocean or from the ocean surface area illuminated by an

electromagnetic pulse prior emitted from the radar.



vapiBh€ Wy o Gst Ghpa Ghps Gd (1)
andy® A2 9 Gy

The radar receiver’s threshold power [81]is: p,. =

Where, v,- transmitters impulse power, 3,- normalized RCS of craft i, b,- horizontal; beam
width, ¢ - speed of light, w,- pulse width, a,-effective aperture, d- radar detection range of
craft i, A- working wavelength, Gy, - function of spherical surface effect of sea and
refraction of EM waves in troposphere, Gpyq- function of attenuation of useable signal in
atmosphere and hydro-precipitations, Gpps- function of summery disturbances due to
reflection from sea surface and hydro-precipitations, G4-function of normalized voltage

directional characteristic of scanner and G- energy loss coefficient of radar transmission

lines.
Then the detection probability of a craft (for a SW3) [69]:
= (SNR)(TNR) —2TNR
Pa = [1 +aswry | X (2+SNR) 2)

Where SNR is the Signal to Noise ratio computed from radar range equation and the TNR is
Threshold to Noise ratio.

For a specific pulse width setting above equation can be approximated as: p, = %"3‘;1{ , where
i

0¢bp¢ Wy Gst Ghpa Chps Gd (3)

the constant K = 2 -

Hence only the Normalized RCS 3y; and Distance d; are required to be taken into
consideration as above, and if 3y; is known the respective image could be regenerated for
the standard seiting. In a study[82], in which Radar Cross Section(RCS) was determined at
all elevations and angles with an angle spacing of 0.5 degree for both S and X band, it had
been calculated that a typical fishing craft (10.7m(L), 4.7m(H)) carries a nominal RCS of
29dBsm and Peak RCS 53dBsm,normally on broadside of the vessel. The above 3, will be
mapped into a (brightness, size) pair as follows 3,; = (B,8); BEB, €€ S.(4) to create
the picture Where B and § are sets of predetermined sets of brightness and echo sizes.
Hence an echo could be represented as f; = (3ni,fi,ﬁi, ﬁi) (5); Where, %; is the position

vector, #; is the velocity vector and h; is the heading vector.
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Appendix C : Case Studies on uncertainty of existing detéction methods

Let us take two simpler case studies on detection to understand uncertainties involved in
present detection methodology.

First case study is to show the degree of uncertainty of the conventional method of
detection. We know height above water level is one of the determining factors of visibility

in general as well as for the radar or any typical sensor in that sense. The well-known
formula for the target visibility range is: d(km) = 2.23[ heightg.onner +
1/heightmrget].Taking the target height as 4.7 m (typical maximum height of a fishing

trawler) and the scanner height as 15m(average height of a scanner onboard a Fast Attack
Craft),the calculated radar horizon is 8.64km. Up to this distance the entire super structure of
a craft could be visible to the radar, under ideal conditions. If the distance to the craft is
further increased, it would start dipping in the horizon and virtually vanishes (Om) at a
distance of 13.47km. Hence the range difference between Om and 4.7m target height is
approximately 35%, which proves the dimension of uncertainly of depending only on raw
RCS method, which indicates the requirement of a more intelligent approach.

Second case study is on psychophysical process of target acquisition. Harvey[83] presents
the psychophysical process of target acquisition, divided into three tasks as: detection,
discrimination and identification. However for the discrimination function the author has
utilized High Threshold Model of detection, which has a widely accepted alternative model:
signal detection theory [84]. Hence we adopt psychophysical process with signal detection
theory for analysis. Let’s assume that the stimulus property of required echo as: e; seen
through eyes of an operator is sent to the decision unit(brain) and translated into a discrete
response, which is sent to a motoric unit to initiate appropriate behavioral response of
‘presence’ or ‘absence’ of a target. Hence the detection process of a practical (imperfect)

sensory unit could be modelled as:
1

—_—
binary decision ()

Echo: e > 1 » d(n, —t)

stimulus EHEIH'OH{HTQSPOTISE

Where,b(n, — 1) :=, is the Heaviside step function. 1, become a random variable keeping
imperfections of sensors and t is the threshold; when 1., is above a certain internal threshold
the response is positive and negative otherwise. By using term imperfect, it considers the
fluctuations over time or space or both the dimensions, hence the variables become random.
From the above model it is well understood that the user response also has certain amount of

uncertainty due to the magnitude of stimulus and neuronal response which is certainly user
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specific as well as not persistent with time and degrades with the degree of user fatigue and

the time duration that the user has spent so far during a particular duty watch.
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